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Measurement, Modelling, AND Management as Core Competencies for Effective and efficient Network Operations
Michael R. Webb,
 Michael P. Rumsewicz and Matthew Roughan

Abstract. This paper describes a framework for network measurement, modelling and management that underpins a suite of network support activities essential for maintaining effective and efficient network operations.

Introduction
Effective and efficient network operations entail and require the following elements: (1) a broad and detailed array of network measurements; (2) a suite of network modelling activities, including business modelling with appropriate mappings to installed applications; and (3) an understanding of the operational and investment contexts. This latter provides a necessary reality check as well as the basis for undertaking rational network measurement, modelling and management activities. This paper articulates a framework for network measurement, modelling and management and illustrates the application of this framework via a number a case studies, each of which involves savings of the order of millions of dollars, and in some cases on a per annum basis.

Measurement, Modelling & Management

Effective and efficient network operation demands an understanding of the importance of prediction, verification and action in making networks work. An understanding of network measurement, modelling and management provides the basis for delivering consistent and on-going improvement in network design and operation. To be effective, the application of results from measurement, modelling and management must be supplemented with operational experience – experience that strikes a balance between technical purity and the needs of the business being supported by the network. (See Figure 1.)
Network measurement provides the raw material that network monitoring, modelling and management require. Network modelling provides the means for identifying, combining and comprehending data collected from an operational network. And thirdly, network management is guided by a set of goals and actions provided by the context in which the network operates. In turn these goals and actions provide the context and rationale for all data collection and modelling activities.

A Framework for Measurement, Modelling and Management

Figure 2 shows a framework with various network measurement, modelling and management elements in a simplified but appropriate relationship to one another. 
The Operational Network is transformed over time through the impact of network management actions and investment in new and additional capacity. A rational basis for these changes should be derived from observations made and performance metrics derived from the existing network capability in combination with forecasts of future network usage and performance requirements of the network.
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Figure 1.
Core competencies: Measurement, Modelling and Management
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Figure 2. 
A Framework for Measurement, Modelling and Management

Measurement

Monitoring provides the fundamental means for gathering information on network performance and hence is core to the effective and efficient operation of any major network. There are a variety of measurements that can be made, ranging from link availability, to fine grained temporal performance measures on packets, such as packet jitter and latency, to IP traffic flows, to billing records produced by service providers, complete with call durations and charges.

Increased demand for security and predictable quality of service and support for high bandwidth applications have provoked the need for improvements in network measurement and data collection to support operations and planning processes. An operational network can be monitored for a wide range of characteristics, including the temporal demand for access to network resources, traffic loading, resource costs, network performance on various dimensions, and security related characteristics. Deciding what to monitor, and even what not to monitor, is guided by the modelling process, in no small part so as to avoid carrying out excessive measurement activities that complicate operational activities without providing appropriate value. 

Network monitoring also enables the validation of actual network behaviour in relation to expected behaviour resulting from specific design decisions with desired performance criteria. 

Modelling

Given appropriate measurements, the two most fundamental network modelling activities that follow are detection and forecasting. 
Detection includes aspects of fault identification, performance and traffic characterisation, on relatively short timescales. 

We include detection as a modelling activity because meaningful monitoring demands careful selection and interpretation of a potential plethora of data. A focus on application performance and user experience has become increasingly important as network performance is tied more and more closely to business performance measures [1]. Often, however, business performance metrics can only be inferred from network measurements and are not directly measurable in and of themselves. 
Forecasting is focussed typically on predicting growth in link and network traffic levels for all major applications supported by the network. 
In many cases the basic measurements provided by network equipments require careful interpretation, and modelling is often required to gain understanding of operations at the network level rather than at the router or link level. For example, traffic analysis concerns network loading and the identification of characteristic patterns of activity (see references [2] to [9]), including previously unobserved patterns, (e.g., via Traffic Activity Graphs [10]). 

Network detection and forecasting in turn feed into the network dimensioning and design process.
Network dimensioning can be considered as a relatively short time scale (days to weeks) process of capacity expansion or contraction aimed at ensuring cost effective achievement of network performance standards. Used reactively, detection of failure to meet QoS standards can be used to trigger capacity expansion. Used proactively, traffic measurements and short term forecasts can be used to expand capacity or modify the current network configuration ahead of need in a “just-in-time” sense, or alternatively, be used to relinquish unneeded network capacity in order save money.

Case studies 2 and 3 highlight the key benefits of undertaking network dimensioning as part of a routine network management strategy.
Network design can be considered as a relatively long time scale process (weeks to months, or even years) that takes into account the long term needs of the business, forecasts of applications to be supported, quality of service and performance levels that need to be achieved, equipment capabilities and cost.

In either case, modelling is required to predict the performance that will be achieved given forecast traffic levels and deployable capacity, while at the same time understanding the operational risks involved. 

Management

The final stage is implementation of network management decisions. Network management entails making specific interventions on an operating network so as to maintain or improve its performance. 

It is worth noting that interventions to the Operational Network can take place on a wide range of timescales. These changes may be as simple as minor modifications to configuration parameters (for example, activating traffic class prioritisation) or as complex as large scale deployment of new systems and changes to network architecture.

Changes on short time scales may be the direct result of automated network management actions, or result from detection and rectification of faults.  Changes on long time scales are generally the result of planned upgrades to the network to support new needs or forecast growth in usage. These changes involve enacting the recommendations that come out of the design and / or dimensioning processes. Such changes should be consistent with the business needs of the network and based on a sound understanding of current network operation and how changes will impact those operations, preferably in a cost-effective manner.

But this process should not be considered a “left to right” process. Successful network operation requires that the loop be closed – that measurements of the upgraded network be taken, that forecasts and models be validated using measurements, and that a determination be made as to whether the desired outcomes have been achieved through the changes implemented.

We note that an international standard for network management, ISO/IEC 7498-4 : 1989 (E), [11] has been developed by the International Organization for Standardization. This standard identifies five functional areas requiring active management, namely: fault management, accounting management, configuration management, performance management and security management. These five areas overlap the framework provided here and fall largely under the network measurement and management elements. Cisco have produced a “Network Management System” white paper based on this standard that to some degree updates this ISO standard. [12]

The key contribution of this paper, that goes above and beyond that standard, is our recognition of the importance of modelling to the process of effectively and efficiently operating major networks, and its interconnection with measurement and management. In addition to real cost benefits, the philosophy described also yields a level of understanding of network status and performance that enables network operators to make decisions, whether they relate to network operation or investment, with increased confidence.

Case Studies

In the following we provide four case studies to illustrate the benefits of employing this holistic measurement, modelling and management approach. Each of these case studies have saved network operators millions of dollars and in some cases this level of savings has been achieved on a per annum basis.

Case Study 1: Improving Satellite Communications     Efficiency for the ADF
THE PROBLEM:  The Australian Defence Organisation operates the third largest telecommunications capability in Australia and do so with some particularly demanding requirements. Deployed elements are highly networked and increasingly rely on sophisticated communications and information systems as critical elements of their capability. Optimizing the performance of these communications capabilities is vital to effective command and control and operational success.
Satellite communications are inherently expensive and often a key part of the communications infrastructure supporting Australia’s deployed forces. Understanding how bandwidth is used by the ADF’s operationally deployed elements and the service standards that need to be achieved is key to delivering cost effective operations. Inadequate comprehension of key satellite communications performance metrics, including those related to cost, result in an insufficient basis for deciding on key parameters for a given system configuration. In this case study, the focus is on cost and the effectiveness of given lease management process.
WHY IS THIS DIFFICULT?  The sheer volume and complexity of call record data provided by a service provider is such that identifying key features in the data is infeasible without some level of decision support. In this case study, the situation was further exacerbated a lack of reliable information linking call records to specific equipments, end users and allocated leases.
In addition to these technical difficulties, there is the less tangible difficulty associated with the apparent adequacy of the current state-of-affairs. This is difficulty is well expressed by the adage, “if it’s not broken, don’t fix it!”. The real problem is that the inefficiency is invisible because there is too much complex data. An invisible problem renders decision makers impotent.
WHAT WAS DONE?  Our measurement, modelling and management approach was applied in the following fashion.
Measurement: access to and acquisition of detailed call record data was obtained; this data was checked for quality and fixed where necessary; key variables were identified and monitored as indicators of communication system performance and in this case, with leased calls being differentiated from dial-up calls.

Modelling: information records were re-structured, filtered, collated, sorted, visualized, interpreted and used to inform the development of a lease management process.

Management: a semi-automated process for acquiring the required data for lease management was established, (i.e., with minimal human intervention); a prioritization algorithm to identify which users should be allocated a lease for the next period for a given number of leases held was developed; this algorithm was incorporated into a decision support tool that enables a decision maker to optimally allocate leases; the performance of algorithm is routinely evaluated and key parameters updated; and finally, the decision support tool was integrated with extant information systems and business processes.
WHAT WERE THE OUTCOMES?  The key outcome from the project is the efficient management of leases held by Defence for a deployed satellite communications capability.

WHAT WERE THE BENEFITS?  Millions of tax-payer dollars will be saved every year. In addition, the decision support tool will result in a reduced workload for Defence staff and increased confidence in decisions taken.

Case Study 2: Traffic Matrix Inference at AT&T
THE PROBLEM:  A Traffic Matrix tells a network operator how much traffic goes from point A to point B in their network. It is the fundamental input to many network management tasks, for instance, network capacity planning, network design, traffic engineering, and reliability analysis.

Despite their importance, most large Internet network operators did not have a method of measuring their traffic matrices until 2003.

WHY IS THIS DIFFICULT?  There are a number of reasons why it is hard to measure a traffic matrix:

· It requires instrumentation across most of a network, which can be expensive and difficult to install;

· The volumes of data involved are tremendous. AT&T's network carries petabytes of traffic each day, and just the traffic matrix measurements would require collection of at least 500 GB of data per day to measure traffic matrices directly, even using the standard sampling techniques available in routers. Processing and storing this much data was impractical (in 2003).

WHAT WAS DONE?  AT&T spent considerable resources on investigating a number of approaches for obtaining traffic matrices, including various forms of instrumentation and sampling, and developing a technique to infer a traffic matrix from data that was much easier to collect (i.e., link usage data). Mathematically speaking, the inference problem was ill-posed, that is, the mathematical set of equations that need to be solved were inconsistent. So new techniques were developed, tested, and implemented, and several papers have been published describing various aspects of this work [2] to [9].
WHAT WERE THE OUTCOMES?  From 2003 onwards AT&T had a tool that estimated their traffic matrices. This information was provided to network operations staff, as well as to various network planners including the CTO of AT&T. In addition, the availability of these matrices enabled the development of additional tools to perform the network management tasks listed above. Millions of dollars have now been invested in these tools, and they continue to be developed, and used today [13].

WHAT WERE THE BENEFITS?  Better network planning has saved AT&T many millions of dollars of capital expenditure. Availability of such measurements now allows better optimization of the network. In 2003 alone many millions of dollars were saved by the company.

With the help of better network measurements, AT&T was able to reduce expenditure, but not at the cost of performance. An independent study found AT&T's network performance to have improved to 1st  over all North American Internet providers at the time.
 The increase in revenue from such an improvement is hard to estimate, but at the very least, it provides something for sales and marketing to exploit.

Case Study 3: Just-In-Time Capacity Management
THE PROBLEM:  Modern mobile phone networks are complex and pose significant challenges in resource allocation, optimisation, and delivery of high quality services. Historically, simple formulae were sufficient to support network engineering practices. This is not the case in the era of network convergence where telephony, email, internet and video coexist. Equipment suppliers have excused themselves from participating in the “dimensioning” game, leaving the difficult task of developing equipment specific engineering guidelines to the service providers. This can have two serious commercial consequences, namely: (i) inefficient use of capital because equipment is put into service before it is needed, or alternatively, (ii) poor service quality is delivered to customers due to insufficient network capacity.
WHY IS THIS DIFFICULT?  Convergent networks are extremely complex to manage, for a variety of reasons:

· The system resources required by various applications are difficult to characterize. Furthermore, the measurements provided by many systems are not sufficiently detailed to enable characterization of user traffic, applications and network performance. 
· The manner in which system resources are allocated between applications and users is system dependent and it is often difficult to obtain this information from system suppliers.

· Network operators have considerable flexibility in system configuration, including the ability to prioritise different application types and assign key admission control parameters. This, however, adds further complexity to understanding the overall operation of the system.

In other words, measurements can be difficult to obtain and interpret; modelling is difficult because of the complexity of traffic characterisation, resource usage and admission control; and management is difficult because of the number and nature of interactions between applications. 
WHAT WAS DONE?  In close partnership with the client, a sophisticated network monitoring and dimensioning tool was developed that enabled the client to efficiently manage network capacity and performance in thousands of cell sites. In 2007 a prototype tool was put into operation supporting voice calls, video connections, and low bandwidth internet services. Exploiting operational experience, the tool has matured to full commercial availability and support for new services including mobile TV and high bandwidth internet connectivity.
WHAT WERE THE OUTCOMES?  This work resulted in the transfer of Just-In-Time management principles from the world of manufacturing to the complex world of modern telecommunications services. The algorithms developed meet strict computation time budgets, while maintaining accuracy – both being essential to operating a Just-In-Time process.
WHAT WERE THE BENEFITS?  The system provides the client with a significant competitive advantage through better management of capital. Savings are realised through managed capacity expansion that delivers additional capacity only when and where the demand for it is identified. On-going measurement analysis and the use of forecasting and modelling is used to predict when and where service quality will deteriorate so that capacity expansion processes can instigated before the need is perceived in the field.
Case Study 4: Call Centre Operations
THE PROBLEM:  A major government organisation wanted to investigate the potential of applying new business rules in their call centre operations in an effort to improve their overall service quality. The call centres, which handle over 2,000,000 calls per year, serve professional agents and the general public, answering questions across a wide range of topics.

The organisation needed to know whether the goals of the new business rules could be achieved through the use of smart configuration of the call centre systems and if so, could those rules be implemented in the existing call centre environment.

WHY IS THIS DIFFICULT?  The organization wanted to simultaneously achieve different service level targets for the professional agents (higher service levels) and the general public (lower service levels). Standard approaches to providing differentiated service levels usually result in: (a) neither group achieving the desired target, or (b) the lower priority group being given excessively poor performance. Neither of these were considered to be acceptable.

WHAT WAS DONE?  We designed and analysed new call centre routing options that achieve specified target service levels for each group, across a wide range of traffic load profiles, over measurement periods ranging from an hour to a day.

The analysis was performed by developing a model of a call centre environment that included different resource requirements and quality of service criteria for different call types, and complex call queuing capabilities within the call centre. The call queuing capabilities include a feature that enabled the quality of service experienced by a given group over the entire day, and not just the immediate past, to be used as part of the process of deciding how to handle incoming calls. We then quantified the robustness of the solution to variability in traffic demand, team sizes, and the mix of calls coming into the call centres.

WHAT WERE THE OUTCOMES?  We showed that the call centre routing options designed could: cut costs in terms of the number of call centre staff required; increase robustness to traffic variability; and simultaneously achieve different target service levels for each calling group.

WHAT WERE THE BENEFITS?  By working with the call centre system and network equipment suppliers to the organisation, we were able to help determine that the new solution was not only good on paper, but implementable in practice.
Conclusion

Good network management practices deliver substantial savings, managed risk of network failure, confidence in network operations and confidence in investment related decision making. Good network practices rely on extensive network measurement and modelling processes, many of which are both sophisticated and demanding. This paper has described a framework for understanding the variety and significance of the activities involved in a comprehensive network measurement, modelling and management strategy, and has illustrated the substantial benefits that can be achieved with four real world case studies.
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