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Networks of networksThe Internet is a network of networks. Most of theproblems we have 
onsidered up to this point 
on
ern asingle network. There are many interesting problemswhen we 
onsider how these networks inter
onne
t.
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the InternetThe Internet hasmany thousands of routersmany millions of hostsWhat does it look like
an we do shortest path routing?should we do shortest path routing?Obviously, we at least need some hierar
hy?

Communications Network Design: lecture 19 – p.3/32



Internet Topology

The Internet is broken into more than 10,000Autonomous Systems (ASes)AS is a separately managed networkwithin an AS may use different routing, te
hnology,management, ...may be a LAN, WAN, or 
ombinationexample ASes:ISP (Internet Servi
e Provider)Campus networkEnterprise networkHosting 
entersee RFC 1009 for de�nition (obsoleted by 1812)
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Number of ASes
http://www.cidr-report.org/maximum number is ∼ 65k
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the Internetan AS is a network under one administrative domainfrom the outside, we don't see the detailsall we see are a set of subnetworks whi
h arerea
hable via that ASsubnetseither a group dire
tly atta
hed 
omputersor a group of 
ustomers' 
omputersCIDR (Classless Inter-Domain Routing)subnet = group of IP addresses with a 
ommonpre�xe.g. private addresses 192.168.0.0/16

ld all address with same �rst 16 bits 192.168

ld 192.168.0.0 � 192.168.255.255
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Different Flavours of Routing

Routing is different inside an AS from between ASesintra-domain (inside an AS)
alled Interior Gateway Routing (IGP) proto
olsexamples: OSPF, RIP, EIGRP, IS-IS, ...
an use any one of these
an even use more than one at on
e!inter-domain (between ASes)
alled Exterior Gateway Routing (EGP) proto
olsone defa
to standard BGPv4Border Gateway Proto
olmust talk internationally

ld 
an be only one
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An Aside on Gateways

router sometimes 
alled gateway
WAN

router

switch

router

Old view of routers as gateways between networks

token ring

LAN

Ethernet

LANRFC 1009 �Requirements for Internet Gateways�has de�nitions of su
hbetter to use this term for gateway routers(that join two networks)also for high level (e.g. network level) proto
ol
onversion, e.g. IP to IPXbut routing proto
ols still get 
alled 'gateway'proto
ols
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Link state vs Distan
e Ve
torWe saw OSPF was a link-state routing proto
ol�oods topology (link states), and 
omputes SPFsolves shortest path problemalternative is 
alled distan
e-ve
tor proto
olexamples: RIP, IGRP, ...originally also aimed to solve shortest pathsbut nodes don't need to know 
ompletetopologydoes BGP still do this?BGP is a generalization 
alled path-ve
torproto
ol
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Distan
e Ve
tor reminderMake a list of destinations you 
an rea
h and thedistan
e to these destinations.Store in routing tableShare this list with your neighboursAdd to routing table new information gained fromadja
ent routers about the destinations they 
anrea
hremember to in
rement their distan
ekeep the sour
e as the next hopIf two paths to the same destination exists, keepthe shortest distan
e path.Repeat periodi
ally (in RIP every 30 se
onds).
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Distan
e Ve
tor example
R2R1

R3 R4

R510.1.0.0/24

10.1.0.0/24subnet
next hop
distance

10.1.0.0/24subnet
next hop
distance

no route

10.1.0.0/24subnet
next hop
distance

no route
10.1.0.0/24subnet

next hop
distance

no route
infinity infinity

infinityinfinity

Ethernet 0

10.1.0.0/24subnet
next hop
distance 1

Ethernet 0 no route
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Internet stru
ture/topology

RIP still used, but only in small networksIGRP similar to RIP, but few improvements tomake it more s
alableI don't know how widely IGRP is usedto really understand why distan
e-ve
tor proto
olsare so important, we need to look at BGPBGP needs to support 
onne
tivity between ASesstru
ture of AS graph is therefore importanttiering
ustomer-provider relationshippeeringrouting poli
y
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Tiering
no hard and fast rules, buttier-1 ISP: international, or national ba
kboneprovide transithave at least some default-free routershave 
onne
tivity over large geographi
 areatier-2 ISP: regional ISPprovide transit within a geographi
 areamay have default-free routerstier-3 ISP: lo
al ISPdo not provide 
ommer
ial transit servi
es,although they may in
identally provide transitamong their 
ustomerstier-4 ISP: e.g. 
ompany networkInternet a

ess through provider only
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TieringHigher tiers provide transit for lower tiers

ISP W

transit

Tier 2

Tier 1

Tier 3

provider

customer

peers

ISP Y

ISP X

ISP Z ISP Y

Lower tiers are 
ustomers of higher tiersHigher tiers are providers for lower tiers
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Tiering
Some �tier-1� ISPs (in no parti
ular order)UUNET/WorldCom/MCI (AS 701)AT&T (AS 7018 - North Ameri
an ba
kbone)Verio (AS 2914)Sprint (AS 1239)Level 3 (AS 1)Cable & Wireless (AS 3561)Global Crossing (AS 3549)Qwest (AS 209)Note that some 
ompanies run more than one AS
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Peering
Two national networks.

 110oE  120oE  130oE  140oE  150oE  160oE 

  42oS 

  36oS 

  30oS 

  24oS 

  18oS 

  12oS 

Peering points

Network 1
Network 2

Traf�
 has to get between them: peering links [1, 2℄.
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Tiering and PeeringPeering between tier-1's is needed
ISP W

transit

Tier 2

Tier 1

Tier 3

provider

customer

peers

ISP Y

ISP X

ISP Z ISP Y

peering makes sense for lower tier peers as wellavoid transit 
harges from providers
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Peering Conne
tionsWhat are the physi
al 
onne
tions between ASesprivate peeringa point-to-point 
onne
tion between a gatewayrouter on ea
h networkusually a WAN linkInternet Ex
hange Point (IXP)third party runs a router or swit
h or networkISPs 
onne
t to the swit
hsimilar 
on
ept Network A

ess Point (NAP)
o-lo
ation fa
ilitythird party provides premises (and power et
)multiple ISPs maintain routers in the premises
reate lo
al 
onne
tion between their routerse.g. 
arrier hotel
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Private Peering Conne
tions

advantage:high 
apa
ityonly two partiesinvolveddisadvantages:not very �exiblee.g. 
an't 
hangepeers easily

AS X

AS Y
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Ex
hange points

advantage:multiple partiesvery �exibledisadvantages:
onne
tion to asingle PoPlower 
apa
itysubje
t to a thirdparty

AS Y

AS X

IXP

AS W
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Ex
hange points

Some US Ex
hange pointsMAE East (N VA)Sprint NAP (NJ)PAIXMAE WestAustralian ex
hange pointsAUSIX.NET - SydneyMelbourne NAPetteVIX - Vi
torian Internet Ex
hange (Melbourne)SAIX - Southern Australian Internet Ex
hangeWAIX - Western Australia Internet Ex
hange
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Distributed Ex
hange points

advantage:multiple partiesvery �exibledisadvantages:subje
t to a thirdparty AS Y

AS X

IXP

AS W
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Distributed Ex
hange points

Some distributed ex
hange pointsLoNAP, London http://www.lonap.net/see their peering matrix at

http://stats.lonap.net/cgi-bin/matrix.cgiLYNX, London http://www.linx.net/
http://www.nanog.org/mtg-9901/ppt/linx/sld001.htm
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Co-Lo
ation

advantage:best of privatepeering and NAPsdisadvantages:extra expenseexample:Internap
http://www.internap.com/products/preferredcollo.html

http://www.internap.com/products/locationmap.html

AS X

AS Y

AS W

co−location
facility
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Routing Poli
y

poli
y is a set of arbitrary rules for routingexampleswe prefer to route to peers rather thanprovidersproviders 
harge us moneytraf�
 ex
hanged with peers for freewe prefer to route to route traf�
 with Xmaybe X provides better QoSmaybe X 's network is more se
urehot-potato routingredu
e 
ost of 
arrying traf�
 on our networkby dumping onto someone else's as soon aspossible
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Hot Potato routingdump traf�
 off your network as fast as possible
AS X

AS Y

Perth Sydneytraf�
 from Perth on AS Y to Sydney on AS X
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Hot Potato routingdump traf�
 off your network as fast as possible
AS X

AS Y

Perth Sydneyresults in intrinsi
 asymmetry in routingonly fair if traf�
 is balan
ed
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Complexities multiplyno hard and fast rules about tiering
ompanies would like to be 
alled tier-1
ompanies operate multiple networksregional 
overages overlap, but aren't equalpeering between lower tiers to avoid transit feesrelationships are more than just
ustomer-providerpeer-peerphysi
al layers add 
omplexitytwo IP networks (layer 3)relate as peers (so they are 
ompeting at level 3)but both buy layer-1 physi
al transport fromsame 
ompany
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A Pi
ture of the Internet
ISP 1 ISP 2

BackboneTier−2Tier−3

campus network

LAN
regional ISP links

peering link
backbone links

exchange point
backbone routers
other routers
switches

servers

hosting
center
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A Pi
ture of the Internet
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A Real Example

A real example from [3℄
GEANT

commercial

academic

ABILENE
ASNet

JANET CUHK

http://www.geant.net/

AS 20965

AS 11537

http://abilene.internet2.edu/

AS 3661AS 786

The Chinese University of Hong Kong
http://www.cuhk.edu.hk/en/

Academic Services Network (ASNet) Global Backbone.

AS 9264

http://www.reach.com/network/overview.php

AS 4637

AS 6453

http://www.lsbu.ac.uk/juga/

Rule: academic networks prefer to use academic networks

REACH TeleGlobe

http://www.teleglobe.com/en/our_network/default.asp
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A Real Example

A real example from [3℄
GEANT

commercial

academic

ABILENE
ASNet

JANET CUHK

http://www.geant.net/

AS 20965

AS 11537

http://abilene.internet2.edu/

AS 3661AS 786

The Chinese University of Hong Kong
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Academic Services Network (ASNet) Global Backbone.

AS 9264

http://www.reach.com/network/overview.php

AS 4637

AS 6453

http://www.lsbu.ac.uk/juga/

Rule: all else being equal use the shortest path

REACH TeleGlobe

http://www.teleglobe.com/en/our_network/default.asp
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Inter-domain optimization

network design: e.g., where should peering links go?traf�
 engineering: balan
ing loads on peering linksrouting: optimize WRT poli
ies (BGP)To work with any of these, we need to know more abouthow BGP works.
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