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This le
tures des
ribes some aspe
ts of the Internet implementation of importan
e for ourle
tures. It is by no means a 
omplete des
ription of the Internet.
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Tree-like networksimplementations

We look into one example where tree-like networkdesign is important: the design of Ethernet LANs. Thisleads onto 
onsideration of the Internet as a larger�Network of networks�.
Communications Network Design: lecture 18 – p.2/21

Communications Network Design: lecture 18 – p.2/21



Le
ture goals/outline

◮ Talked about Internet in abstra
t terms

◮ Today we want to �rm up some details

⊲ e.g. how do pa
kets go a
ross network

⊲ addresses, routing, forwarding

◮ Ethernet details

◮ referen
es for today

⊲ [1℄

⊲ http://www.ethermanage.com/ethernet/

⊲

http://www.cisco.com/univercd/cc/td/doc/cisintwk/ito_doc/ethernet.htm

⊲ IEEE 802.3 standardsee http://standards.ieee.org/getieee802/802.3.html
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Routing vs Swit
hing

Routing

◮ pa
kets (headers) 
ontain an �end� address
◮ �router� looks up address, and works out where tosend the pa
ket to get to its destination.
◮ forwarding is done hop by hop

⊲ ea
h router does it independentlySwit
hing

◮ virtual 
ir
uit (VC) 
reated prior to datapa
ket/
ells
◮ pa
ket (
ells) 
ontain �
ir
uit ID�

◮ ea
h swit
h looks at 
ir
uit ID, and sends to anoutgoing link
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Routing vs Swit
hing

◮ there are many more addresses than 
ir
uits

⊲ routing tables are larger than 
ir
uit tables

⋆ lookups may be slower (not now)

⊲ address are larger (more bits)

⋆ more overhead per pa
ket

⊲ forwarding implementations are often simpler

◮ 
ir
uits required to be set up earlier

⊲ 
an be a purely logi
al 
onstru
t

⋆ maybe no resour
e allo
ation

⋆ 
ir
uit swit
hing is not ne
essarily likededi
ated 
ir
uits

⊲ 
omplex 
ir
uit setup (UNI, RSVP)

⋆ more network state
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Addresses

◮ IPv4 addresses, 32 bit, written as X.X.X.X
⊲ e.g. 10.1.2.255

⊲ subnet = group of IP addresses with a 
ommonpre�x

⋆ e.g. private addresses 192.168.0.0/16
ld all address with same �rst 16 bits 192.168

ld 192.168.0.0 � 192.168.255.255
◮ Ethernet addresses: 48-bits written in hex asxx-xx-xx-yy-yy-yy, where

⊲ xx-xx-xx is manufa
torer 
ode

⊲ yy-yy-yy 
hosen to be unique

⊲ e.g. 00:0E:7F:2A:D3:4F
◮ IPv6 addresses, 128 bits � see [2℄
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Other types of 
ommuni
ations

Not all 
ommuni
ation is point-to-point

◮ broad
ast: send a message to all re
eivers

⊲ e.g. 
able TV

◮ multi
ast: send a message to a group of re
eivers

⊲ e.g. video-
onferen
e

◮ any
ast: send a message to so it gets to at leastone re
eiver

⊲ e.g. DNSDifferent approa
hes may work best for differentappli
ations.
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Ethernet

◮ Ethernet invented by Robert Met
alfe, 
1973 [3℄
◮ The physi
al medium (i.e., a 
able) 
arries bitssimilarly to the way "luminiferous ether" was on
ethought to propagate ele
tromagneti
 waves.
◮ originally 3 Mbps

⊲ now there is a standard for 10 Gbps
◮ 1979: 3Com founded (by Met
alfe)
◮ 1980: standardized
◮ 1982: PC 
ards generaly available

◮ today: almost ubiquitous
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Ethernet �avoursIEEE 802.3 standard = 1,562 pages

◮ 10-Mbps Ethernet (Thi
k Coaxial), 10BASE5.

◮ 10-Mbps Ethernet (Thin Coaxial), 10BASE2.

◮ 10-Mbps Ethernet (Twisted-Pair), 10BASE-T.

◮ 10-Mbps Ethernet (Fiber Opti
), 10BASE-F.

◮ 100-Mbps Fast Ethernet (Fiber Opti
), 100BASE-FX.

◮ 100-Mbps Fast Ethernet (Twisted-Pair), 100BASE-TX.

◮ 100-Mbps Fast Ethernet (Twisted-Pair), 100BASE-T4.

◮ 1-Gbps Gigabit Ethernet (Fiber Opti
), 1000BASE-X

◮ 1-Gbps Gigabit Ethernet (Twisted-Pair), 1000BASE-T

◮ 10-Gbps 10-Gig-Ethernet, 10GBASE

◮ (another 12 variants at least)
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Ethernet frame

2 octets

Ethernet Frame (64−1518 octets)

preamble source
address

dest
address seq

check
frame

SFD (Start Frame Delimiter)=10101011

6 octets7 octets 6 octets 46−1500 octets 4 octets

Data pad

length/type

http://standards.ieee.org/getieee802/802.3.html

◮ this is a simpli�ed view
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Ethernet topologies: bus

����������������
PCI

computer
NIC

NIC=Network
Interface
Card

tap
coax

repeater

terminator

10 base 2

◮ shared medium (
oax 
able)

◮ repeater simply extends max length of 
able.

◮ failure anywhere disrupts network
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CSMA/CDEthernet uses CSMA/CD for its MAC

◮ Carrier Sense Multiple A

ess (CSMA)
⊲ before you transmit, sense medium to 
he
k ifanyone else is transmitting

◮ with Collision Dete
tion (CD)
⊲ sometimes, two hosts start transmitting atalmost the same time
⊲ they won't sense ea
h other in time

⊲ 
ollision o

urs
⊲ hen
e we need 
ollision dete
tion, andretransmission
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MAC sub-layer (of Link layer)Where-ever you have a shared tranmission medium(wire, �ber, RF band), you need a method to share.

◮ 
alled the MAC sub-layer (Medium A

ess Control)

◮ several ways to share a 
ommon medium

⊲ TDMA (Time Division Multiple A

ess)

⋆ ea
h transmitter gets its own time slot

⊲ FDMA (Frequen
y Division Multiple A

ess)

⋆ ea
h transmitter gets its own frequen
y

⊲ WDMA (Wavelength Division Multiple A

ess)

⋆ ea
h transmitter gets its own wavelength

⊲ CDMA (Code Division Multiple A

ess)

⋆ ea
h transmitter gets its own 
ode

⊲ CSMA (Carrier Sensing Multiple A

ess)

⋆ quite different � no reservation
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Ethernet topologies: hub/spoke
hub

twisted
pair cable

topology
Hub and Spoke
Star or

10/100 base T

◮ shared medium (twisted pair 
able)

◮ passive hub (multiport repeater) joins medium

◮ failure on link disrupts just that link

◮ failure on hub is still 
riti
al
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Ethernet topologies: swit
hed

switch

twisted
pair

or multiport bridge

10/100 base T

Switch
Ethernet 

◮ medium is no longer shared

◮ 
ables are now really point-to-point

◮ a
tive swit
hing of pa
kets onto separate 
ables

◮ swit
h is just a multi-port bridge

◮ failures similar to hub

⊲ but we 
an build redundan
y (STP)
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Mixed Ethernet Topologies

100 BASE−T
10 BASE−T
non−Ethernet (e.g. POS, ATM)

collision
domains

to Internet

Gig−E
Gig−E backup link

Router

Switch

Hub

DTE (Data Terminal Equipment, or Computer)
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Swit
hed EthernetWhy 
all it swit
hing (it isn't quite 
ir
uit swit
hing)

◮ 
reates separate segments, ea
h with sharedmedium only on the segment.

◮ think of Ethernet address, as address of 
ir
uit tothat address

◮ bridged might be a better term than swit
hedCombination of swit
hes and hubs was 
ommon

◮ hubs are very 
heap O($10)

◮ swit
hes are more expensive O($100), but havebetter performan
e.

⊲ redu
e size of 
ollision domains

⊲ support higher speeds
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◮ Ethernet swit
hes are typi
ally 
heaper than routers

⊲ simpler (not as many features)

⋆ no 
omplex routing proto
ols (e.g. BGP)

⋆ not mu
h se
urity

⊲ uniform interfa
e (all Ethernet)

⋆ router needs to support different types of interfa
e, and 
omm.s proto
ol
⊲ higher volume

◮ now bluring of lines between router and swit
h

⊲ e.g. inexpensive ADLS router in
luding �rewall, also a
ts as Ethernet swit
h
⊲ e.g. layer-3 swit
h
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Ethernet limits

◮ limit to pa
ket size (46-1500 byte payload)
⊲ Ethernet's prevalen
e has led to this being a
ommon maximum IP pa
ket size for theInternet.

◮ limit to 
able lengths

⊲ need to maintain signal strength so max 100mper segment (repeaters 
an help, but 
an't havemore than one)
⊲ 
ollision dete
tion imposes max limit 2500meters for 10BASE-T, and 205 meters for100BASE-T
⊲ these limits are less importan
e with intro ofswit
hing and �ber standards
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Internet as a network of networks

10.1.0.1 10.1.0.3

10.1.1.1

10.1.1.2

Internet

10.1.0.2

subnet 10.1.0.0/16

subnet 192.168.0.0/16

=00:0E:7F:2A:D3:4F

◮ Internet 
onne
ts up Ethernets

⊲ and other types of networks

◮ ARP (Address Resolution Proto
ol � RFC826 [4℄)

⊲ translates IP address to Ethernet address
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Internet as a network of networks
ISP 1 ISP 2

Backbone

campus network

center

LAN
regional ISP links

peering link
backbone links

exchange point
backbone routers
other routers
switches

Regional ISPs

servers

hosting
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